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My research interests lie at the intersection of computing, machine learning, information theory and biology; and
have developed from two seemingly divergent approaches:

1. Apply the tools and ideologies I honed during my academic training to solving mathematically-driven problems.

2. Discover laws in biology similar to what scientists were able to obtain in physics.

In this second direction, I am less focused on using familiar tools, and instead, use or develop whatever techniques
are most-suited to not only answer the immediate question, but also to understand the underlying process. One of
the key reasons biology has been difficult to codify is due to the technology bottleneck. For example, to obtain a
data point which is as profound as “apple falling from a tree”, in biology requires a huge amount of infrastructural
and technological development. However, in the realm of DNA, we are now reaching a point, where we can obtain
these “profound data points.” Two key questions I targeted are:

• Can we infer the evolutionary history of DNA from its current snapshot?

• Can DNA evolution be characterized by a finite number of parameters?

To answer these questions, I have derived mathematical limits on fundamental aspects of evolutionary mutations
like diversity generation [22, 19, 21], evolutionary distance [1] and uniqueness of ancestory [20, 19] using theory of
computation and information theory tools. The insights gained from these theoretical contributions led me to develop
computational techniques that find applications in cancer classification from healthy DNA [24, 23], characterizing viral
evolution [26, 27] and DNA storage [20, 18].
While working with datasets, I came to appreciate just how easily sampling bias and noisy data can lead to false
discoveries [25]. While these issues are particularly perilous in medical applications, they plague virtually every
domain. As the world begins to rely more heavily on data science and ML models, we require a good understanding
of their limitations since decisions made by them have important societal, ethical, political and health implications.
Thus, we need to design robust techniques and be rigorous in our approach as the noise, biases, adversaries within
data that can lead to false discoveries and unfair outcomes [2].
Moreover data can be limited and/or building a model from scratch can be computationally inefficient. In this
situation, we can rely on using previously built models. More specifically, we can design systems where already
built data-driven models can serve as “modules” and be used as components to solve a more complex prediction and
decision problem. Here, a proper understanding of the limitations of combining these modules is necessary to make
efficient use of them for different applications. These directions have motivated me to pursue the following questions:

• Can we define a rigorous metric to assess data quality? [41]

• Are there intrinsic ways to correct for sampling bias in machine learning? [37]

• Can new expertise be synthesized from known expertise? [36]

Below, I provide more details on my previous work and my future research goals.

1 Data Science/ML
Robust Correction of Sampling Bias: Cancer experts may wish to adapt their cancer classifier trained using the
genetic data of American patients for patients in Europe. This will lead to distribution shift in the test domain, a
problem popularly known as covariate shift [46]. We propose a new method using the recently proposed learning
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theory framework by Vapnik and Izmailov [54] to design robust classifiers that deal with the covariate shift problem.
Unlike other state of the art methods [16, 46, 50, 57], our method doesn’t require any parameter tuning. We also
gave theoretical guarantees on our method’s performance and experimentally showed much more stable and consistent
performance over other methods on benchmark datasets [37]. In the future, I would like to work on understanding the
limitations of the methods in higher dimensions, understand parameter-free covariate shift under the PAC-learning
framework [53, 40] and develop ideas for the general problem of domain adaptation [3].

Expert Graphs: Given an expert physician that can distinguish between lung cancer and COVID-19 and another
expert physician that can distinguish between COVID-19 and flu, can we design a new expert that can distinguish
between lung cancer and flu? We recently proposed a new framework of expert graphs to analyse this problem [36].
In the context of machine learning, this framework can be used to derive new classifiers. For example, given pairwise
classifiers between classes A and B and classes B and C, what can be said about the pairwise classifier between
classes A and C? Analysing these questions in the context of experts and ML classifiers leads to an interesting
phenomenon of non-transitivity finding connections to the Condorcet Paradox in voting theory and non-transitive
dice in statistics [42]. In our current work, our framework assumes perfect experts, in future work, I am interested
in analysing these questions for imperfect experts. For example, in the context of ML classifiers, these imperfections
can arise due to sample complexity, model complexity, data quality and memory constraints.

2 Genome Evolution, Cancer and Viruses
The oldest information system was handed to us by nature in the form of life. One of the fundamental units of
this biological information system is the genome or DNA. Today, due to the recent advances in DNA sequencing
technology [29, 30, 4, 8], we have good quality DNA data and we find ourselves in a unique position to test and
verify our hypotheses about evolution–hopefully leading us to find associations, causes, and cures for mutation based
diseases like cancer, Alzheimer’s, and autoimmune diseases.

Evolution from an information and computation perspective: A popular framework in computational biology views
the genome as a long computer program where genes serve as methods or functions which are called at different
times depending on an organism’s state. Sometimes these methods can also have errors or bugs which can lead to
dysfunction and can be contributing to a genetic disease. This has led us to identify genes for multiple diseases like
cystic fibriosis, Huntington’s disease, cancer [49, 13, 39]. However, this approach has its limitations [34] because

1. Evolution is a dynamical system and the current approach overlooks the statistical information about the
transitions by only focusing on the states.

2. It ignores the non-functional part of the genome. It may be true that mutations in those areas are of no
consequence for functional purposes, however the error pattern there may still have information about the
evolutionary dynamics which can not only enhance our understanding of evolution but also help us identify
patterns that can point to the risk affinity for catching mutation based diseases.

Why are evolutionary dynamics important?: The phenotypes or traits that we observe in living beings can be divided
into two categories - static and dynamic. Static traits (ex. eye color) don’t change for an individual, while diseases
like cancer are primarily caused by an accumulation of mutations acquired during an individual’s lifetime [6, 11, 5].
For dynamical traits (like cancer) having information about the transitions along with the states is crucial as they
encode the likelihood of reaching an absorbing state (can be a lethal cancer). Hence, studying transitions could help
predict the future risk or detect the disease early [6, 56, 23, 24].

Inferring evolutionary dynamics: One natural way to infer evolutionary dynamics is to collect genomic data for an
individual and their family at multiple time points and use phylogenetic approaches [55] (as was recently seen with
SARS-CoV-2 genomic data and other viruses in the past [9]), however we don’t have an infrastructure yet to perform
this experiment for the human genome as collecting a large dataset of the genomic sequences of individuals every
day/month has economical and ethical constraints [44].
A question that we ask is, Can we can gain information about these transitions intrinsically using a single genome
snapshot without having access to temporal genomic data? The genome evolves as cells multiply and the genome
is copied to new cells. These copies may have mistakes or mutations. For many areas of the genome, it is hard to
make predictions about the evolutionary path that has led to those mutations, as there are multiple equally likely
possibilities that could have led to their existence. However, there are certain areas known as tandem repeat regions
where predictions about the evolution channel (the term channel is motivated by the notion of communication channel
introduced by Shannon [45] in 1948 which started the area of Information Theory) can be made. These regions have
evolved by a sequence of tandem duplications (eg. AG → AGAGAGAG) due to replication slippage events [33, 43]
and point mutations (single changes like substitutions, insertions and deletions in the DNA, e.g. ACTG → ACAG).
Further, the rate of these mutation events is also higher in these regions [51]. When point mutations and duplication
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events are viewed together, one can learn the relative rates of these mutational events in these regions and infer
information about their evolutionary history.

Cancer signal in healthy cells? We used this insight and worked with more than 5000 DNA samples (around 75 TB
data) obtained using The Cancer Genome Atlas (TCGA) [38] on DNA derived from blood (“healthy DNA”) for people
with different cancer types. We quantified the evolutionary history of short tandem repeat regions [52] and then used
gradient boosting [10] on these obtained histories. Our analysis found that signals for Glioblastoma (brain cancer)
can be decoded by using the evolutionary history of tandem repeat regions in the healthy genome [24].

Theoretical Properties of the Evolution Channel: I also studied theoretical properties of tandem duplication muta-
tions and focused on the analysis and characterization of the evolution channel using measures of capacity, expres-
siveness [22], duplication distance [1], and uniqueness of ancestry [20] and used these insights for the design of error
correcting codes for DNA storage [20] and to explain inversion symmetry in the genome [21].

• Diversity: I found limits on the diversity of sequences that can be generated by tandem duplications by cal-
culating exact capacity values and fully answering the expressiveness [22] question using regular languages [14]
and constrained coding tools [35].

• Duplication Distance: I calculated tight bounds on the duplication distance which is used to measure the timing
of generation by these duplications [1] which conveyed that a large duplication distance is needed to achieve
enough diversity emphasizing the role of short duplication lengths in evolution. More precisely, we found that
almost all length n binary sequences (set of probability 1) required Θ(n) tandem duplication steps to evolve,
even if unbounded duplication lengths were allowed which also means that short duplication lengths play a
major role in generating capacity [1].

• Uniqueness of Ancestry: I also asked questions about the uniqueness of seed for a given sequence and completely
characterized the duplication length sets where the seed is unique or non-unique [20, 19] which led me to design
capacity achieving error correcting codes for any number of tandem duplication errors that are useful for DNA-
storage based applications.

Parameterization of Genome generation: We hypothesize that genomic sequences have an underlying generator
which can be characterized by a fixed number of parameters. Any genomic sequence that we observe in nature is an
instance of this parametric generator. In [26], we made this characterization using state machines. More precisely, we
parameterized each genomic sequence using a Markov Chain with a given number of states. From a computational
perspective, these markov chains provided us with an efficient way of compressing genomic information that further
allowed us to make computationally efficient statistical comparisons amongst large genomic datasets. They can
also be used to characterize temporal and spatial evolution in a continuous manner, detect local sites with higher
mutation activity, as well as to aid alignment techniques for fast and efficient discovery of mutations. As a case
study, we demonstrated these advantages on different variants of the SARS-CoV-2 virus. A variant is defined by
deterministic stable mutations, however, evolution is characterized by the randomness of the transient mutations.
We demonstrate that these markov chain based representations can be used to quantify the randomness associated
with these transient mutations hence giving us insights into the continuous evolution of a given species, for example
SARS-CoV-2 virus [26]. Further, we can envision a future where we can use these computational techniques to design
vaccines as they give us predictive information about regions in viral sequences with high and low mutation activity.

3 DNA Storage
DNA also provides us with an energy efficient and dense medium to store information both ex-vivo, i.e. outside a
living organism in some chemical medium [7, 12] as well as in-vivo, i.e. inside a living organism [48, 47]. With the
recent progress made in synthesis [31] & sequencing methods [8, 4] and gene editing technologies like CRISPR [15,
28], we can see DNA as a potential medium of data storage for engineering systems in the future.

1. Live DNA Storage: In live-DNA storage [47], information is embedded in the DNA of a cell and this cell
replicates over time creating several copies of the same information. Due to substitution, indel and duplication
mutations, these copies are not the same. One immediate application here is to design error correcting schemes
so that the stored information can be uniquely recovered. In one of our works, we designed capacity achieving
error correcting codes when errors are of tandem duplication type [20, 19]. Another application would be to use
these erroneous copies and the initial information to estimate the evolution channel. Both these applications
are also related, as a better characterization of the evolution channel will also result in a more realistic error
correction scheme. The mathematical problems here have their fundamental roots in the reconstruction problem
introduced by Levenshtein [32] and models used in phylogeny [55]. I would also like to look for potential
collaboration where we can design a wet lab experiment to collect the data necessary to make the inference
about the evolution channel, which can then be incorporated into the channel model for the design of error
correcting codes for live DNA storage.
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2. ex-vivo DNA Storage: DNA storage outside a living cell is a promising concept primarily due to its lower
energy cost and high density [12, 7]. The roadblocks faced by this technology however are the costs and error
rates incurred during synthesis (write) and sequencing (read) operations [17, 44]. Recently, an inexpensive but
erroneous synthesis method was proposed [31]. We computed capacity and designed high rate coding schemes
for the channel incurred by this writing mechanism [18]. As we make progress in synthesis and sequencing
technologies, I am interested in designing efficient error correcting codes for channels that arise due to these
new innovations.

Conclusion
The idea of decoding and quantifying evolutionary history from a genomic snapshot can serve as a new computational
microscope to analyze the DNA. Moreover, due to advances in long read sequencing technology [4], in the future,
we can analyze different structural variations in the genome such as long tandem repeats, interspersed repeats. I
believe evolution has a structure remaining to be decoded. My long term goal is to discover those abstractions.
Having abstract representations of the genome can also help us understand the interaction between genomes of
different species. For example in current times, given the amount of research effort that has been put in solving and
understanding COVID-19, we still don’t have a good understanding of how the SARS-CoV-2 virus is interacting with
the human genome!
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